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Abstract

The major challenge in designing wireless sensor networks (WSNs) is the support of the functional, such as data latency,
and the non-functional, such as data integrity, requirements while coping with the computation, energy and communica-
tion constraints. Careful node placement can be a very effective optimization means for achieving the desired design goals.
In this paper, we report on the current state of the research on optimized node placement in WSNs. We highlight the issues,
identify the various objectives and enumerate the different models and formulations. We categorize the placement strate-
gies into static and dynamic depending on whether the optimization is performed at the time of deployment or while the
network is operational, respectively. We further classify the published techniques based on the role that the node plays in
the network and the primary performance objective considered. The paper also highlights open problems in this area of
research.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Recent years have witnessed an increased interest
in the use of wireless sensor networks (WSNs) in
numerous applications such as forest monitoring,
disaster management, space exploration, factory
automation, secure installation, border protection,
and battlefield surveillance [1,2]. In these applica-
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tions, miniaturized sensor nodes are deployed to
operate autonomously in unattended environments.
In addition to the ability to probe its surroundings,
each sensor has an onboard radio to be used for
sending the collected data to a base-station either
directly or over a multi-hop path. Fig. 1 depicts a
typical sensor network architecture. For many
setups, it is envisioned that WSNs will consist of
hundreds of nodes that operate on small batteries.
A sensor stops working when it runs out of energy
and thus a WSN may be structurally damaged if
many sensors exhaust their onboard energy supply.
Therefore, WSNs should be carefully managed in
.
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Fig. 1. A sensor network for a combat filed surveillance
application. The base-station is deployed in the vicinity of the
sensors to interface the network to remote command centers.
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order to meet applications’ requirements while con-
serving energy.

The bulk of the research on WSNs has focused
on the effective support of the functional, such as
data latency, and the non-functional, such as data
integrity, requirements while coping with the
resource constraints and on the conservation of
available energy in order to prolong the life of the
network. Contemporary design schemes for WSNs
pursue optimization at the various layers of the
communication protocol stack. Popular optimiza-
tion techniques at the network layer include multi-
hop route setup, in network data aggregation and
hierarchical network topology [3]. In the medium
access control layer, collision avoidance, output
power control, and minimizing idle listening time
of radio receivers are a sample of the proposed
schemes [1,4]. At the application layer, examples
include adaptive activation of nodes, lightweight
data authentication and encryption, load balancing
and query optimization [5,6].

One of the design optimization strategies is to
deterministically place the sensor nodes in order to
meet the desired performance goals. In such case,
the coverage of the monitored region can be ensured
through careful planning of node densities and fields
of view and thus the network topology can be estab-
lished at setup time. However, in many WSNs appli-
cations sensors deployment is random and little
control can be exerted in order to ensure coverage
and yield uniform node density while achieving
strongly connected network topology. Therefore,
controlled placement is often pursued for only a
selected subset of the employed nodes with the goal
of structuring the network topology in a way that
achieves the desired application requirements. In
addition to coverage, the nodes’ positions affect
numerous network performance metrics such as
energy consumption, delay and throughput. For
example, large distances between nodes weaken
the communication links, lower the throughput
and increase energy consumption.

Optimal node placement is a very challenging
problem that has been proven to be NP-Hard for
most of the formulations of sensor deployment
[7–9]. To tackle such complexity, several heuristics
have been proposed to find sub-optimal solutions
[7,10–12]. However, the context of these optimiza-
tion strategies is mainly static in the sense that
assessing the quality of candidate positions is based
on a structural quality metric such as distance, net-
work connectivity and/or basing the analysis on a
fixed topology. Therefore, we classify them as static
approaches. On the other hand, some schemes have
advocated dynamic adjustment of nodes’ location
since the optimality of the initial positions may
become void during the operation of the network
depending on the network state and various external
factors [13–15]. For example, traffic patterns can
change based on the monitored events, or the load
may not be balanced among the nodes, causing bot-
tlenecks. Also, application-level interest can vary
over time and the available network resources may
change as new nodes join the network, or as existing
nodes run out of energy.

In this paper we opt to categorize the various
strategies for positioning nodes in WSNs. We con-
trast a number of published approaches highlighting
their strengths and limitations. We analyze the
issues, identify the various objectives and enumerate
the different models and formulations. We catego-
rize the placement strategies into static and dynamic
depending on whether the optimization is per-
formed at the time of deployment or while the net-
work is operational, respectively. We further classify
the published techniques based on the role that the
node plays in the network and the primary perfor-
mance objective considered. Our aim is to help
application designers identify alternative solutions
and select appropriate strategies. The paper also
outlines open research problems.

The paper is organized as follows. The next
section is dedicated to static strategies for node
positioning. The different techniques are classified
according to the deployment scheme, the primary
optimization metrics and the role that the nodes
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play. In Section 3 we turn our attention to dynamic
positioning schemes. We highlight the technical
issues and describe published techniques which
exploit node repositioning to enhance network per-
formance and operation. Section 4 discusses open
research problems; highlighting the challenges of
coordinated repositioning of multiple nodes and
node placement in three-dimensional application
setups and describes a few attempts to tackle these
challenges. Finally, Section 5 concludes the paper.
2. Static positioning of nodes

As mentioned before, the position of nodes have
a dramatic impact on the effectiveness of the WSN
and the efficiency of its operation. Node placement
schemes prior to network startup usually base their
choice of the particular nodes’ positions on metrics
that are independent of the network state or assume
a fixed network operation pattern that stays
unchanged throughout the lifetime of the network.
Examples of such static metrics are area coverage
and inter-node distance, among others. Static net-
work operation models often assume periodic data
collection over preset routes. In this section we dis-
cuss contemporary node placement strategies and
techniques in the literature. We classify them
according to the deployment methodology, the opti-
mization objective of the placement and roles of the
nodes. Fig. 2 summarizes the different categories of
node placement strategies. By deployment method-
ologies, as we elaborate in the next sub-section, we
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Fig. 2. Different classifications of static strategies for node
placement in WSN.
mean how nodes are distributed and handled in
the placement process and the implication of the
sensor field of view, i.e., two or three dimensions.
Section 2.2 discusses the contemporary objectives
that node placement is usually geared to optimize
and compares the different approaches in the litera-
ture. Section 2.3 looks at how the placement strate-
gies vary based on the role that a node plays in the
network. We note four types of nodes: sensors
(which monitor their surroundings and are consid-
ered data sources), relays, cluster-heads and base-
stations. Since the placement of sensors is discussed
in detail in Section 2.2, the focus of Section 2.3 is on
the other three types. Given the similarity between
placement techniques for cluster-heads and base-
stations, we cover them under the category of what
we call data collectors. A comparative summary of
all techniques discussed will be provided in a table
at the end of the section.

2.1. Deployment methodology

Sensors can generally be placed in an area of
interest either deterministically or randomly. The
choice of the deployment scheme depends highly
on the type of sensors, application and the environ-
ment that the sensors will operate in. Controlled
node deployment is viable and often necessary when
sensors are expensive or when their operation is sig-
nificantly affected by their position. Such scenarios
include populating an area with highly precise seis-
mic nodes, underwater WSN applications, and plac-
ing imaging and video sensors. On the other hand,
in some applications random distribution of nodes
is the only feasible option. This is particularly true
for harsh environments such as a battle field or a
disaster region. Depending on the node distribution
and the level of redundancy, random node deploy-
ment can achieve the required performance goals.

2.1.1. Controlled node deployment

Controlled deployment is usually pursued for
indoor applications of WSNs. Examples of indoor
networks include the Active Sensor Network
(ASN) project at the University of Sydney in Austra-
lia [16], the Multiple Sensor Indoor Surveillance
(MSIS) project at Accenture Technology Labs, in
Chicago [17] and the Sensor Network Technology
projects at Intel [18]. The ASN and MSIS projects
are geared toward serving surveillance applications
such as secure installations and enterprise asset man-
agement. At Intel, the main focus is on applications
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in manufacturing plants and engineering facilities,
e.g., preventative equipment maintenance (Fig. 3).
Hand-placed sensors are also used to monitor the
health of large buildings in order to detect corrosions
and overstressed beams that can endanger the struc-
ture’s integrity [19,20]. Another notable effort is the
Sandia Water Initiative at Sandia National Lab
which addresses the problem of placing sensors in
order to detect and identify the source of contamina-
tion in air or water supplies [21,22].

Deterministic placement is also very popular in
applications of range-finders, underwater acoustics,
imaging and video sensors. In general, these sensors
are involved in three-dimensional (3-D) application
scenarios, which is much more difficult to analyze
compared to two-dimensional deployment regions.
Poduri et al. have investigated the applicability of
contemporary coverage analysis and placement strat-
egies pursued for 2-D space to 3-D setups [9]. They
have concluded that many of the popular formula-
tions, such as art-gallery and sphere-packing prob-
lems, which are optimally solvable in 2-D, become
NP-Hard in 3-D. Most placement approaches for
these types of sensors strive to enhance the quality
Fig. 3. Sensors are mounted to analyze the vibration and assess
the health of equipment at a semiconductor fabrication plant
(picture is from [18]).
of visual images and/or accuracy of the assessment
of the detected objects. For underwater applications,
acoustic signals are often used as data carriers, and
the placement of nodes must also ensure that commu-
nicating nodes are in each other’s the line-of-sight
[23].

As we elaborate in Section 4, optimized deploy-
ment of large-scale WSNs in 3-D applications is
an emerging area of research that has just started
to receive attention. Most of the publications on
3-D WSNs have considered very small networks
[17], restricted the scope of the placement to a 2-D
plane [24], and/or pursued the fulfillment of simple
design goals [25]. For example, Gonzalez-Banos
and Latombe have studied the problem of finding
the minimum number of range-finders needed to
estimate the proximity of a target, and their location
in order to cover an area [24]. Unlike other sensors,
such as acoustic or temperature, etc., the authors
have to account for the restricted capabilities of
the range-finders, which provide lower and upper
bounds only, and for the difficulty of detecting
objects at grazing angles. The problem is formulated
as an art-gallery model for which the fewest guards
are to be placed to monitor a gallery. Similarly the
work of Navarro et al. [25] addresses the orientation
of video cameras for indoor surveillance so that
high quality images of target objects are captured.

2.1.2. Random node distribution

Randomized sensor placement often becomes the
only option. For example, in applications of WSNs
in reconnaissance missions during combat, disaster
recovery and forest fire detection, deterministic
deployment of sensors is very risky and/or infeasi-
ble. It is widely expected that sensors will be
dropped by helicopter, grenade launchers or clus-
tered bombs. Such means of deployment lead to
random spreading of sensors; although the node
density can be controlled to some extent. Although
it is somewhat unrealistic, many research projects,
such as [26], have assumed uniform node distribu-
tion when evaluating the network performance.
The rationale is that with the continual decrease in
cost and size of micro-sensors, a large population
of nodes is expected and thus a uniform distribution
becomes a reasonable approximation.

Ishizuka and Aida [27] have investigated random
node distribution functions, trying to capture the
fault-tolerant properties of stochastic placement.
They have compared three deployment patterns
(Fig. 4, from [27]): simple diffusion (two-dimensional



Fig. 4. (a) Simple diffusion, (b) constant (uniform) placement and (c) R-random placement.

Fig. 5. An illustration of weighted random deployment (from
[28]). The density of relay nodes inside the circle (close to the
base-station) is lower and the connectivity is weaker than outside.
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normal distribution), uniform, and R-random,
where the nodes are uniformly scattered with respect
to the radial and angular directions from the base-
station. The R-random node distribution pattern
resembles the effect of an exploded shell and follows
the following probability density function for sensor
positions in polar coordinates within a distance R

from the base-station:

f ðr; hÞ ¼ 1

2pR
; 0 6 r 6 R; 0 6 h < 2p ð1Þ

The experiments have tracked coverage and node
reachability as well as data loss in a target tracking
application. The simulation results indicate that the
initial placement of sensors has a significant effect
on network dependability measured in terms of
tolerance of a node failure that may be caused by
damage and battery exhaustion. The results also
show that the R-random deployment is a better
placement strategy in terms of fault-tolerance. The
superiority of the R-random deployment is due to
the fact that it employs more nodes close the base-
station. In a multi-hop network topology, sensors
near the base-station tend to relay a lot of traffic
and thus exhaust their battery rather quickly. There-
fore, the increased sensor population close to the
base-station ensures the availability of spares for
replacing faulty relay nodes and thus sustains the
network connectivity.

While a flat architecture is assumed in [27], Xu
et al. consider a two-tier network architecture in
which sensors are grouped around relaying nodes
that directly communicate with the base-station
[28]. The goal of the investigation is to identify the
most appropriate node distribution in order to max-
imize the network lifetime. They first show that uni-
form node distribution often does not extend the
network lifetime since relay nodes will consume
energy at different rates depending on their proxim-
ity to the base-station. Basically the further away
the relays are from the base-station, the more the
energy they deplete in transmission. To counter this
shortcoming, a weighted random node distribution
is then proposed to account for the variation in
energy consumption rate in the different regions.
The weighted random distribution, as depicted in
Fig. 5, increases the density of relays away from
the base-station to split the load among more relays
and thus extends their average lifetime. Although it
has a positive impact on the network lifetime, the
weighted random distribution may leave some relay
nodes disjoint from the base-station since some
relays may be placed so far that the base-station
becomes out of their transmission range. Finally, a
hybrid deployment strategy is introduced to balance
the network lifetime and connectivity goals. The
analysis is further extended in [29] for the case where
relay nodes reach the base-station through a multi-
hop communication path. The conclusion regarding
the three strategies was found to hold in the multi-
hop case as well.
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2.2. Primary objectives for deployment

Application developers surely like the sensors to
be deployed in a way that aligns with the overall
design goals. Therefore, most of the proposed node
placement schemes in the literature have focused on
increasing the coverage, achieving strong network
connectivity, extending the network lifetime and/
or boosting the data fidelity. A number of secondary
objectives such as tolerance of node failure and load
balancing have also been considered. Most of the
work strives to maximize the design objectives using
the least amount of resources, e.g., number of
nodes. Obviously, meeting the design objectives
through random node distribution is an utmost
challenge. Meanwhile, although intuitively deter-
ministic placement can theoretically meet all pri-
mary and secondary objectives, the quest for
minimizing the required network resources keeps
the problem very hard. In this section, we categorize
published work according to the optimization
objective of the sensor placement. As we mentioned
earlier the focus will be on sensor nodes that probe
the environment and report their findings. Section
2.3 will cover placement strategies for nodes that
play other roles, i.e., relaying and data collection.

2.2.1. Area coverage
Maximal coverage of the monitored area is the

objective that has received the most attention in
the literature. Assessing the coverage varies based
on the underlying model of each sensor’s field of
view and the metric used to measure the collective
coverage of deployed sensors. The bulk of the pub-
lished work, e.g., [30], assumes a disk coverage zone
centered at the sensor with a radius that equals its
sensing range. However, some recent work has
started to employ more practical models of the sen-
sor’s field of view in the form of irregular polygons
[31]. Some of the published papers, especially early
ones, use the ratio of the covered area to the size
of the overall deployment region as a metric for
the quality of coverage [30]. Since 2001, however,
most work has focused on the worst case coverage,
usually referred to as least exposure, measuring the
probability that a target would travel across an area
or an event would happen without being detected
[32]. The advantage of exposure-based coverage
assessment is the inclusion of a practical object
detection probability that is based on signal process-
ing formulations, e.g., signal distortion, as applica-
ble to specific sensor types.
As mentioned earlier, optimized sensor place-
ment is not an easy problem, even for deterministic
deployment scenarios. Complexity is often intro-
duced by the quest to employ the least number of
sensors in order to meet the application require-
ments and by the uncertainty in a sensor’s ability
to detect an object due to distortion that may be
caused by terrain or the sensor’s presence in a harsh
environment. Dhillon and Chakrabarty have
considered the placement of sensors on a grid
approximation of the deployment region [11]. They
formulate a sensing model that factors in the effect
of terrain in the sensor’s surroundings and inaccu-
racy in the sensed data (Fig. 6). Basically the prob-
ability of detecting a target is assumed to diminish
at an exponential rate with the increase in distance
between a sensor and that target. A sensor can
detect targets that lie in its line of sight. An obstacle
may thus make a target undetectable. The sensing
model is then used to identify the grid points on
which sensors are to be placed, so that an applica-
tion-specific minimum confidence level on object
detection is met. They propose a greedy heuristic
that strives to achieve the coverage goal through
the least number of sensors. The algorithm is itera-
tive. In each iteration, one sensor is placed at the
grid point with the least coverage. The algorithm
terminates when the coverage goal is met or a
bound on the sensor count is reached.

Clouqueur et al. also studied the problem of pop-
ulating an area of interest with the least number of
sensors so that targets can be detected with the high-
est probability [12]. Unlike [11], random deployment
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is assumed in this work. The authors propose a met-
ric called path exposure to assess the quality of sen-
sor coverage. The idea is to model the sensing range
of deployed nodes and establish a collective coverage
map of all sensors based on a preset probability of
false-alarm (detection error). The map is then
checked in order to identify the least exposure path,
on which a target may slip by with the lowest prob-
ability of detection. Fig. 7, which is redrawn from
[12], illustrates the idea on a grid structure. Employ-
ing such a metric, the authors further introduced a
heuristic for incremental node deployment so that
every target can be detected with a desired confi-
dence level using the lowest sensor count. The idea
is to randomly deploy a subset of the available sen-
sors. Assuming that the sensors can determine and
report their positions, the least exposure path is iden-
tified and the probability of detection is calculated. If
the probability is below a threshold, additional
nodes are deployed in order to fill holes in the cover-
age along the least exposure path. This procedure
would be repeated until the required coverage is
reached. The paper also tried to answer the question
of how many additional nodes are deployed per iter-
ation. On the one hand, it is desirable to use the least
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number of sensors. On the other hand, the means for
sensor deployment may be expensive or risky, e.g.,
sending a helicopter. The authors derive a formula-
tion that account for the cost of deploying nodes
and the expected coverage as a function of sensor
count. The formulation can be used to guide the
designer for the most effective way to populate the
area.

Pompili et al. [33] have investigated the problem
of achieving maximal coverage with the lowest
sensor count in the context of underwater WSNs.
Sensors are to be deployed on the bottom of the
ocean along with a few gateway nodes. The sensors
send their data to nearby gateways which forward it
over vertical communication links to floating buoys
at the surface. To achieve maximal coverage with
the least number of sensors, a triangular grid has
been proposed. The idea, as depicted in Fig. 8, is
to pursue a circle packing such that any three
adjacent and non-collinear sensors form an equilat-
eral triangle. In this way, one can control coverage
of the targeted region by adjusting the distance
d between two adjacent sensors. The authors
have proven that achieving 100% coverage is possi-
ble if d ¼
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3
p
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Fig. 8. Sensor placement based on a triangular grid. Coverage
can be controlled by adjusting the inter-node distance ‘‘d’’. The
figure is redrawn from [33].
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communication range of sensor nodes is assumed to
be much larger than r and thus connectivity is not
an issue. The authors further study how nodes can
practically reach their assigned spots. Assuming
nodes are to be dropped from the surface and sink
until reaching the bottom of the ocean, the effect
of water current is modeled and a technique is pro-
posed to predict the trajectory of the sensor nodes
and to make the necessary adjustment for the drop
point at the surface.

The sensor placement problem considered by
Biagioni and Sasaki [34] is more difficult. They opt
to find a placement of nodes that achieves the
coverage goals using the least number of sensors
and also maintain a strongly connected network
topology even if one node fails. The authors review
a variety of regular deployment topologies, e.g.,
hexagonal, ring, star, etc. and study their coverage
and connectivity properties under normal and
partial failure conditions. They argue that regular
node placement simplifies the analysis due to their
symmetry despite the fact that they often do not
lead to optimal configurations. The provided ana-
lytical formulation can be helpful in crafting a
placement as a mix of these regular topologies and
in estimating aggregate coverage of nodes.
Even r-strips
are vertically 

alligned

Odd r-strips
are shifted

r-strip #2
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r-strip #6

r-strip #1
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Fig. 9. Illustration of the placement algorithm in a plane and a
finite size region [35].
2.2.2. Network connectivity

Unlike coverage, which has constantly been an
objective or constraint for node placement, network
connectivity has been deemed a non-issue in some of
the early work based on the assumption that the
transmission range Tr of a node is much longer than
its sensing range Sr. The premise is that good cover-
age will yield a connected network when Tr is a multi-
ple of Sr. However, if the communication range is
limited, e.g., Tr = Sr, connectivity becomes an issue
unless substantial redundancy in coverage is provi-
sioned. It is worth noting that some work tackled
the connectivity concern through deploying relay
nodes that have long haul communication capabili-
ties. Such approaches will be discussed in Section 2.3.

Kar and Banerjee have considered sensor place-
ment for complete coverage and connectivity [35].
Assuming that the sensing and radio ranges are
equal, the authors first define an r-strip as shown
in Fig. 9(a). In an r-strip, nodes are placed so that
neighbors of a sensor along the x-axis are located
on the circumstance of the circle that defines the
boundary of its sensing and communication range.
Obviously, nodes on an r-strip are connected. The
authors then tile the entire plane with r-strips on
lines y ¼ kð0:5

ffiffiffi
3
p
þ 1Þr such that the r-strips are

aligned for even values of the integer k and shifted
horizontally r/2 for odd values of k, as illustrated
in Fig. 9(b). The goal is to fill gaps in coverage with
the least overlap among the r-disks that define the
boundary of the sensing range. To establish connec-
tivity among nodes in different r-strips, additional
sensors are placed along the y-axis (the shaded disks
in Fig. 9(b)). For every odd value of the integer k,
two sensors are placed at ½0; kð0:5

ffiffiffi
3
p
þ 1Þr�

0:5
ffiffiffi
3
p

r� to establish connectivity between every pair
of r-strips. For a general convex-shaped finite-size
region, connectivity among nodes in horizontal r-

strips is established by another r-strip placed diago-
nally within the boundary of the region (Fig. 9(c)).
The authors generalize their scheme for the case
where points of interest are to be covered rather
than the whole area. However, unless the base-
station is mobile and can interface with the WSN
through any node, establishing a strongly connected



M. Younis, K. Akkaya / Ad Hoc Networks 6 (2008) 621–655 629
network is not essential in WSNs since data are
gathered at the base-station. Therefore, ensuring
the presence of a data route from a node to the
base-station would be sufficient and thus fewer
nodes can be employed to achieve network connec-
tivity than the presented approach would use. In
addition, vertically placed nodes or diagonal r-strips

can become a communication bottleneck since they
act as gateways among horizontal r-strips, which
may require the deployment of more sensors to split
the traffic.

The focus of [36] is on forming K-connected
WSNs. K-connectivity implies that there are K inde-
pendent paths among every pair of nodes. For K > 1,
the network can tolerate some node and link failures
and guarantee certain communication capacity
among nodes. The authors study the problem of
placing nodes to achieve K-connectivity at the net-
work setup time or to repair a disconnected network.
They formulate the problem as an optimization
model that strives to minimize the number of addi-
tional nodes required to maintain K-connectivity.
They show that the problem is NP-Hard and propose
two approaches with varying degrees of complexity
and closeness to optimality. Both approaches are
based on graph-theory. The idea is to model the net-
work as a graph whose vertices are the current or ini-
tial set of sensors and the edges are the existing links
among these sensor nodes. A complete graph G for
the same set of vertices (nodes) is then formed and
each added edge is associated a weight. The weight
of the edge between nodes u and v is set to uv

r � 1
� �

,
where uv is the Euclidean distance between u and v,
and r is the radio range of a node. The weight basi-
cally indicates the number of nodes to be placed to
establish connectivity between u and v. The problem
is then mapped to finding a minimum-weight K-
vertex-connected sub-graph ‘‘g’’. Finally, missing
links (edges) in g are established by deploying the
least number of nodes. The authors proposed
employing one of the approximation algorithms in
the literature for finding the minimum-weight K-
vertex-connected sub-graph, which often involves
significant computation. An alternative greedy
heuristic has been also proposed for resource
constrained setups. The heuristic simply constructs
g by including links from G in a greedy fashion and
then prunes g to remove the links that are unneces-
sary for K-connectivity. Again in most WSNs, it is
not necessary to achieve K-connectivity among
sensors unless the base-station changes its location
frequently.
On the other hand, the authors of [37–39]
promote the view that in massively dense sensor
networks, it is unrealistic to model the network at
the node level; something they call the microscopic
level. Instead, they promote studying the node
deployment problem in terms of macroscopic
parameters such as node density. For example, in
[38,39] they consider a network of many sensors
reporting their data to a spatially dispersed set of
base-stations and opt to find a distribution function
for sensor nodes so that data flows to base-stations
over short routes and the traffic is spread. The goal
is to minimize communication energy, limit interfer-
ence among the nodes’ transmission and avoid traf-
fic bottlenecks. In [38], they assume that relaying
nodes do not generate data, and that the amount
of traffic going from one part of the network to
another across a very small line segment is bounded.
The latter assumption captures the effect of band-
width limitation. They then formulate the node
placement problem as an optimization function to
find the best spatial density of nodes, i.e., probabil-
ity density function. Analytical results indicate that
the traffic flow between sensors and base-stations
resembles the electrostatic field induced between
positive and negative charges. The work is further
extended in [39] by dropping the two assumptions
about bandwidth limitation and the use of dedicated
relay nodes and by employing a more elaborate
physical layer model for the radio transmission
and reception. The goal of the optimization in the
new formulation is to minimize the number of sen-
sors and find their optimal spatial density for deliv-
ering all data to the base-stations. Calculus of
variations is pursued to derive an analytical solu-
tion. It is worth noting that coverage goals are not
considered in the formulation and the authors seem
to implicitly assume that massively dense networks
ensure good area coverage.

2.2.3. Network longevity

Extending network lifetime has been the optimi-
zation objective for most of the published communi-
cation protocols for WSNs. The positions of nodes
significantly impact the network lifetime. For exam-
ple, variations in node density throughout the area
can eventually lead to unbalanced traffic load and
cause bottlenecks [28]. In addition, a uniform node
distribution may lead to depleting the energy of
nodes that are close to the base-station at a higher
rate than other nodes and thus shorten the network
lifetime [40]. Some of the published work, such as
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[29] which we discussed earlier, has focused on pro-
longing the network lifetime rather than area cover-
age. The implicit assumption is that there is a
sufficient number of nodes or the sensing range is
large enough such that no holes in coverage may
result.

The maximum lifetime sensor deployment prob-
lem with coverage constraints has been investigated
in [41]. The authors assume a network operation
model in which every sensor periodically sends its
data report to the base-station. The network is
required to cover a number of points of interest
for the longest time. The average energy consump-
tion per data collection round is used as a metric
for measuring the sensor’s lifetime. The problem is
then transformed to minimizing the average energy
consumption by a sensor per round by balancing the
load among sensors. The idea is to spread the
responsibility of probing the points of interest
among the largest number of sensors and carefully
assign relays so that the data is disseminated using
the least amount of energy. A heuristic is proposed
that tries to relocate sensors in order to form the
most efficient topology. First, sensors are sorted in
descending order according to their proximity to
the point of interest that they cover. Starting from
the top of the sorted list, the algorithm iterates on
all sensors. In each iteration, the sensor is checked
for whether it can move to another location to serve
as a relay. The new location is picked based on the
traffic flow and the data path that this node is part
of or will be joining. Basically, the relocating node
should reduce its energy consumption by getting
close to its downstream neighbor. A sensor reposi-
tioning is allowed only if it does not risk a loss in
coverage.

Chen et al. have studied the effect of node density
on network lifetime [42]. Considering the one-
dimensional placement scenario, the authors derive
an analytical formulation for the network lifetime
per unit cost (deployed sensor). They also argue that
network lifetime does not grow proportionally to
the increased node population and thus a careful
selection of the number of sensors is necessary to
balance the cost and lifetime goals. Considering
the network to be functional until the first node dies,
an optimization problem is defined with the objec-
tive of identifying the least number of sensors and
their positions so that the network stays operational
for the longest time. An approximate two-step solu-
tion is proposed. In the first step, the number of sen-
sors is fixed and their placement is optimized for
maximum network lifetime. They formulate this
optimization as a multi-variant non-linear problem
and solve it numerically. In the second step, the
number of sensors is minimized in order to achieve
the highest network lifetime per unit cost. A closed
form solution is analytically derived for the second
step. A similar problem is also studied by Cheng
et al. [43]. However, the number of sensors is fixed
and the sensor positions are determined in order
to form a linear network topology with maximal
lifetime.

2.2.4. Data fidelity

Ensuring the credibility of the gathered data is
obviously an important design goal of WSNs. A
sensor network basically provides a collective
assessment of the detected phenomena by fusing
the readings of multiple independent (and some-
times heterogeneous) sensors. Data fusion boosts
the fidelity of the reported incidents by lowering
the probability of false alarms and of missing a
detectable object. From a signal processing point
of view, data fusion tries to minimize the effect of
the distortion by considering reports from multiple
sensors so that an accurate assessment can be made
regarding the detected phenomena. Increasing the
number of sensors reporting in a particular region
will surely boost the accuracy of the fused data.
However, redundancy in coverage would require
an increased node density, which can be undesirable
due to cost and other constraints such as the poten-
tial of detecting the sensors in a combat field.

Zhang and Wicker have looked at the sensor
placement problem from a data fusion point of view
[44]. They note that there is always an estimation
distortion associated with a sensor reading which
is usually countered by getting many samples. Thus,
they map the problem of finding the appropriate
sampling points in an area to that of determining
the optimal sampling rate for achieving a minimal
distortion, which is extensively studied in the signal
processing literature. In other words, the problem is
transformed from the space to the time domain. The
set of optimal sensor locations corresponds directly
to the optimal signal sampling rate. The approach is
to partition the deployment area into small cells,
then determine the optimal sampling rate per cell
for minimal distortion. Assuming that all sensors
have the same sampling rate, the number of sensors
per cell is determined.

Similar to [44], Ganesan et al. have studied
sensor placement in order to meet some application
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quality goals [45]. The problem considered is to find
node positions so that the fused data at the base-sta-
tion meets some desired level of fidelity. Unlike [44],
the objective of the optimization formulation is to
minimize the energy consumption during communi-
cation; a tolerable distortion rate is imposed as a
constraint to this optimization Also, in this work
the number of sensors is fixed and their position is
to be determined. Given the consideration of energy
consumption, data paths are modeled in the formu-
lation, making the problem significantly harder. The
authors first provide a closed form solution for the
one-dimensional node placement case and then use
it to propose an approximation algorithm for node
placement in a circular region. Extending the
approach to handle other regular and irregular
structures is noted as future work.

Wang et al. have also exploited similar ideas for a
WSN that monitors a number of points of interest
[46]. Practical sensing models indicate that the
ability to detect targets or events diminishes with
increased distance. One way to increase the credibil-
ity of the fused data is to place sensors so that a
point of interest would be in the high-fidelity sensing
range of multiple nodes. Given a fixed number of
sensors, there is a trade-off between deploying a sen-
sor in the vicinity of one point of interest to enhance
the probability of event detection and the need to
cover other points of interest. The probability of
event detection by a sensor is called the utility.
The utility per point of interest is thus the collective
utility of all sensors that cover that point. The
authors formulate a non-linear optimization model
to identify the sensor locations that maximize the
average utility per point of interest. To limit the
search space, the area is represented as a grid with
only intersection points considered as candidate
positions.

Finally we would like to note that the work of
Clouqueur et al. [12], which we discussed earlier,
can also be classified under data fidelity based sen-
sor placement. They estimate the credibility of fused
data from multiple sensors and use it to identify the
position of sensors for maximizing the probability
of target detection.

2.3. Role-based placement strategies

The positions of nodes not only affect coverage
but also significantly impact the properties of the
network topology. Some of the published work
has focused on architecting the network in order
to optimize some performance metrics, for example,
to prolong the network lifetime or minimize packet
delay. These architectures often define roles for the
employed nodes and pursue a node-specific posi-
tioning strategy that is dependent on the role that
the node plays. In this section, we opt to categorize
role-based node placement strategies. Generally, a
node can be a regular sensor, relay, cluster-head
or base-station. Since the previous section covered
the published work on sensor placement, we limit
the scope in this section to surveying strategies for
relay, cluster-head and base-station positioning.
Since cluster-heads and base-stations often act as
data collection agents for sensors within their reach,
we collectively refer to them as data collectors.

2.3.1. Relay node placement

Positioning of relay nodes has also been consid-
ered as a means for establishing an efficient network
topology. Contemporary topology management
schemes, such as [47–49], assume redundant deploy-
ment of nodes and selectively engage sensors in
order to prolong the network lifetime. Unlike these
schemes, on-demand and careful node placement is
exploited in order to shape the network topology to
meet the desired performance goals. Many variants
of the relay node placement problem have been pur-
sued; each takes a different view depending on the
relationship between the communication ranges of
sensor and relay nodes, allowing a sensor to act as
a hop on a data path, considering a flat or tiered
network architecture and the objective of the opti-
mization formulation. The assumed capabilities of
the relay nodes vary widely. Some work considers
the relay node (RN) to be just a sensor; especially
for flat network architectures. In two-tier networks,
RNs usually play the role of a gateway for one or
multiple sensors to the other nodes in the network.
The transmission range of RNs is often assumed lar-
ger than sensors. When RNs do not directly trans-
mit to the base-station, the placement problem
becomes harder since it involves inter-RN network-
ing issues.

Hou et al. [50] have considered a two-tier sensor
network architecture where sensors are split into
groups; each is led by an aggregation-and-forward-
ing (AFN) node (Fig. 10). A sensor sends its report
directly to the assigned AFN, which aggregates the
data from all sensors in its group. The AFNs and
the base-station form a second-tier network in
which an AFN sends the aggregated data report
to the base-station over a multi-hop path. The
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Fig. 10. Logical view of the assumed two-tier network architec-
ture (redrawn from [50]). MSN stands for micro-sensor nodes.
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authors argue that AFNs can be very critical to the
network operation and their lifetime should be
maximized. Two approaches have been suggested
to prolong the AFNs’ lifetime. The first is to provi-
sion more energy to AFNs. The second is to deploy
relay nodes (RNs) in order to reduce the communi-
cation energy consumed by an AFN in sending the
data to the base-station. The RN placement and
energy provisioning problem is formulated as a
mixed-integer non-linear programming optimiza-
tion. For a pool with an E energy budget and M
relay nodes, the objective of the optimization is to
find the best allocation of the additional energy to
existing AFNs and the best positions for placing
the M relays. To efficiently solve the optimization
problem, the formulation is further simplified
through a two-phase procedure. In the first phase
a heuristic is proposed for optimized placement of
the M relay nodes. Given the known positions of
the RNs, in the second phase the energy budget is
allocated to the combined AFN and RN popula-
tion, which is a linear programming optimization.

Unlike the work described earlier on random-
ized deployment of relay nodes (RNs) [28,29], the
focus in [51–54] is on deterministic placement. The
considered system model fits indoor applications
or friendly outdoor setups. In [51], the authors con-
sider the placement of relay nodes that can directly
reach the base-station. Given a deployment of sen-
sor nodes (SNs), the problem is to find the minimum
number of RNs and where they can be placed in
order to meet the constraints of network lifetime
and connectivity. The network’s lifetime is mea-
sured in terms of the time for the first node to die.
Connectivity is defined as the ability of every SN
to reach the base-station, implying that every SN
has to have a designated RN. The problem is shown
to be equivalent to finding the minimum set cover-
ing, which is an NP-Hard problem. Therefore, a
recursive algorithm is proposed to provide a sub-
optimal solution. The algorithm pursues a divide-
and-conquer strategy and is applied locally. Sensors
collaboratively find the intersections of their trans-
mission ranges. Relay nodes are placed in the inter-
sections of the largest number of sensors so that all
sensors are served by a relay node.

This work has been further extended in [52–54] to
address the problem of deploying a second-tier of
relay nodes so that the traffic is balanced and the
least number of additional relay nodes are used.
In [52], a lower bound on the number of required
nodes is derived. The authors have also proposed
two heuristics. The first is very simple and places a
second level relay (SLR) at a distance from the first
level relay (FLR) so that FLRs stay operational for
the longest time. In the second heuristic, SLRs are
allocated only to those FLRs that cannot reach
the base-station. The number of SLRs is then
reduced by removing redundancy. Basically, if SLRi

can serve both FLRi and FLRj, SLRj is eliminated
since FLRj is already covered. The validation results
show that the second heuristic provides near opti-
mal solutions in a number of scenarios. More
sophisticated approaches have been proposed in
[53,54]. The main idea is that an existing FLR that
is close to the base-station is considered as a candi-
date SLR before deploying new RNs to serve as
SLRs.

The objective of the relay placement in [55] is to
form a fault-tolerant network topology in which
there exist at least two distinct paths between every
pair of sensor nodes. All relay nodes are assumed to
have the same communication range R that is at
least twice the range of a sensor node. A sensor is
said to be covered by a relay if it can reach that
relay. The authors formulate the placement problem
as an optimization model called ‘‘2-Connected
Relay Node Double Cover (2CRNDC)’’. The prob-
lem is shown to be NP-Hard and a polynomial time
approximation algorithm is proposed. The algo-
rithm simply identifies positions that cover the
maximum number of sensors. Such positions can
be found at the intersections of the communication
ranges of neighboring sensors. Relay nodes are
virtually placed at these positions. The analysis then
shifts to the inter-relay network. Relays with the
most coverage are picked and the algorithm checks
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whether the relays form a 2-connected graph and
every sensor can reach at least two relays. If not,
more relays are switched from virtual to real and
the connectivity and coverage are rechecked. The
latter step is repeated till the objective is achieved.

Tang et al. have also studied the RN placement
problem in a two-tiered network model [26]. The
objective is again to deploy the fewest RNs such
that every SN can reach at least one RN node and
the RNs form a connected network. In addition,
the authors consider a variant of the problem in
which each SN should reach at least 2 RNs and
the inter-RN network is 2-connected in order for
the network to be resilient to RN failures. Two
polynomial time approximation algorithms are pro-
posed for each problem and their complexity is ana-
lyzed based on a uniform SN deployment and on
the assumption that the communication range R

of a relay node is at least 4 times the communication
range r of a SN. The idea is to divide the area into
cells. For each cell an exhaustive search is per-
formed to find positions that are reachable to all
SNs in the cell. These positions can be determined
using analytical geometry on the circumference of
the circles that define the communication range of
SNs. The authors argue that for small cells this is
feasible since few sensors are expected to be in a cell.
These positions are the candidates for placing RNs.
The final RN positions are selected so that the RN
of a cell is reachable to those RNs in neighboring
cells. If this is not possible, additional RNs are
placed at grid points to form a path between disjoint
neighboring RNs. To support tolerance to RN fail-
ures, two RNs positions are picked per cell such that
there are at least two non-overlapping paths
between every pair of relay nodes. More RNs may
be required to enable forming such independent
routes.

On the other hand, Cheng et al. have considered
a class of WSNs, such as biomedical sensor net-
works, in which the sensors positions are deter-
mined prior to deployment [8]. To boost the
network lifetime and limit interference, it is desired
to maintain network connectivity with minimum
transmission power per node. The authors have
tried to achieve this design goal by construction.
They consider a homogeneous network where sen-
sors can act as a data source and a relay. Given a
set of deployed sensors in an area, they opt to place
the minimum number of relay nodes for maintain-
ing network connectivity such that the transmission
range of each sensor does not exceed a constant r.
They formulate the optimization problem as a Stei-
ner Minimum Tree with Minimum number of Stei-
ner Points (SMT-MSP), which is NP-Hard. To
tackle the high complexity, they propose a polyno-
mial time approximation algorithm. This algorithm
runs in two phases. In the first, a minimum-cost
spanning tree T is formed using the edge length as
the cost. If an edge length exceeds the transmission
range, RNs are placed on that edge to maintain con-
nectivity. In the second phase, the transmission
power of each node is reduced to the minimum level
needed to maintain the link to the next node on the
tree T.

Lloyd and Xue have considered two RN place-
ment problems [56]. The first is a generalization of
the model of [8], discussed above, allowing RNs to
have longer transmission range than SNs and allow-
ing both SNs and RNs to act as data forwarders on
a particular data path. This network architecture is
still flat. In the second placement problem, a two-
tier architecture is considered. The placement objec-
tive in that case is to deploy the least number of
RNs in order to ensure inter-sensor connectivity.
In other words, a sensor must be able to reach at
least one RN, and the inter-RN network must be
strongly connected. The second problem can be
viewed as a generalization of [26] with R > r. The
authors have crafted approximation algorithms for
both problems based on finding the minimum span-
ning tree for the first problem and a combined
SMT-MSP and Geometric Disk Cover algorithm
for the second problem. The approach is further
extended in [57] to form a k-connected network
topology in order to tolerate occasional failure of
relay nodes.

Table 1 categorizes the relay node placement
problems and mechanisms discussed above.

2.3.2. Placement of data collectors

Clustering is a popular methodology for enabling
a scalable WSN design [58]. Every cluster usually
has a designated cluster-head (CH). Unlike RNs,
which forward data from some sensors as we dis-
cussed earlier, CHs usually collect and aggregate
the data in their individual clusters and often con-
duct cluster management duties consistent with
their capabilities. When empowered with sufficient
computational resources, CHs can create and main-
tain a multi-hop intra-cluster routing tree, arbitrate
medium access among the sensors in the individual
clusters, assign sensors to tasks, etc. When inter-
CHs coordination is necessary, or CHs have too



Table 1
A comparison between the various approaches for relay node placement

Paper Tiers Objective Radio
ranges

Nodes on
path

Connectivity goals/constraints

[8] Single Minimal # of relays R = r Sensors Path between every pair of sensors
Minimal per node
transmission power

Relays

[26] Two Minimal # of relays R P 4 r Relays Every sensor can reach at least two relays
Two vertex-disjoint paths between every pair of
relays

[50] Two Max. AFN lifetime N/A Relays Path from each AFN to base-station
[51] Two Minimal # of relays R > r Relays Relays directly reach base-station

Path from each sensor to base-station
Time to first node to die must exceed a threshold
value

[52] Two Minimal # of relays R > r Relays Balance traffic loads among relays
[53] Relay to base-station connectivity
[54] Time to first relay node to die must exceed a

threshold value
[55] Two Minimal # of relays R P 2r Relays Two vertex-disjoint paths between every pair of

sensors
[56]-1 Single Minimal # of relays R P r Sensors Path between every pair of sensors

Relays
[56]-2 Two Minimal # of relays R P r Relays Path between every pair of sensors
[57] Single Minimal # of relays R 5 r Relays K vertex-disjoint paths between every pair of nodes

(sensors and relays)
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limited communication range to directly reach the
base-station, CHs may need to form a multi-hop
inter-CH network, i.e., a second-tier network. CHs
can be also picked among the deployed sensor pop-
ulation. In that case, little control can be exerted
unless the nodes are moveable.

Careful positioning of cluster-heads in a hierar-
chical network has been deemed an effective strategy
for establishing an efficient network topology [59–
66]. The same applies to base-stations. In fact, most
published approaches for CH placement apply to
base-stations for the same network model, and vice
versa. The similarity is mostly due to the fact that
both CHs and base-stations collect the data from
sensor nodes and take some leadership role in set-
ting up and managing the network. In order to sim-
plify the discussion in this section and better define
the scope and limitations of the presented placement
approaches, we will refer to both cluster-heads and
base-stations as data collectors (DCs).

In general, the complexity of the DC placement
problem varies based on the planned network archi-
tecture. If the sensors are assigned to distinct clus-
ters prior to placing or finalizing the positions of
DC nodes, the scope of the problem becomes local
to the individual cluster and only concerns each
DC independently from the others [60]. However,
if the DC placement precedes the clustering process,
the complexity is NP-Hard, proven in [59] through a
reduction to the dominating set problem on unit
disk graphs. We first discuss those approaches
where clusters are formed before the DCs are posi-
tioned. In this case, the theme is typically to group
sensors based on a static metric like physical prox-
imity, then place a head node for every group of
sensors in order to optimize some design objective.
There is always an implicit assumption on how the
network will operate. Usually sensor nodes are
expected to transmit data continuously at a con-
stant rate.

Oyman and Ersoy [60] employ the popular k-

means clustering algorithm to form disjoint groups
of sensors so that the average Euclidian distance
between sensors in a cluster and its assigned DC is
minimized. The algorithm is repeated for different
numbers of clusters until a lower bound on network
lifetime is reached with the least DC count. The
network lifetime is estimated based on the energy
consumed by sensors to reach their respective DC.
A DC is placed at the centroid of the sensors of
the individual clusters. The Genetic Algorithm for
Hop count Optimization (GAHO) approach
proposed in [61] follows a similar process. However,
GAHO employs artificial neural networks for
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optimal sensor grouping and strives to minimize the
data collection latency by reducing the number of
hops that sensor readings have to pass through
before reaching a DC. Instead of placing a DC at
the centroid of its cluster, a search is conducted
around the centroid to find a nearby position such
that the DC is in the communication range of the
largest number of sensors in its cluster. A light-
weight version of GAHO, called Genetic Algorithm
for Distance Optimization (GADO), is also pro-
posed to achieve the same objective using the
Euclidian distance between sensors and their
assigned DC. GADO essentially trades the optimal-
ity of the DC positions for the complexity of the
algorithm.

Data latency is also the optimization objective of
COLA, an actor (DC) placement algorithm pre-
sented in [62]. In some application scenarios like
disaster management and combat field reconnais-
sance, DCs not only collect and process the data
but also can do some reactive actions, such as extin-
guishing a fire or de-mining a travel path. That is
why DCs are referred to as actors. In this case,
the design objective is to minimize the delivery
latency of sensor data and the time for an actor to
reach the spot that needs attention. Initially the
actors are positioned uniformly in order to maxi-
mize the coverage (i.e., minimize the overlap among
the action ranges) of the area as shown in Fig. 11.
Sensors are then grouped into clusters; each is led
by an actor. After clustering, each actor considers
the positions of its assigned sensors as vertices and
computes the vertex 1-center [7]. Relocating the
actor at the vertex 1-center location ensures mini-
mum delay from the farthest sensor node, i.e., min-
imize the maximum latency for data delivery.

However, when relocating an actor to its 1-center
location, it may lose its connection with the other
actors in the network. In order to also ensure
inter-actor connectivity, the approach in [62] is fur-
3 actors 4 actors

Fig. 11. Initially, data-collectors (actors) are uniformly placed in
the area of interest. Circles define the acting range of an actor.
ther extended in [63]. Connectivity is maintained by
moving an actor close to the vertex 1-center of its
cluster as much as possible without breaking the
links with its neighbors. The relocation of the indi-
vidual actors is organized following a global order
based on the IDs of actors so as not to disconnect
the network with simultaneous relocations of neigh-
boring actors.

There are also some approaches which deploy the
DCs before grouping the sensor nodes. The cluster-
ing process in this case strives to set up an optimal
network topology; picking the right DC for sensors
to send their data to. Given the scope of the paper,
we focus on those approaches that pre-select the
positions of DC nodes; that is, they pursue a con-
trolled placement of DCs. The placement problem
in this case is more challenging and is shown to be
NP-Hard [59]. Published solutions usually tackle
the complexity of the optimization by restricting
the search space. For instance, in [7] the search
space is restricted to the sensor locations and the
best position ‘‘s’’ among them is picked in terms
of network lifetime. This solution is shown to be a
constant approximation of the optimal solution,
e.g., achieves a fraction of the optimal network life-
span. The approximation ratio is further improved
to (1-e), where e > 0 is any desired error bound, by
factoring in the routes and transmission schedule.
However, the improvement comes at the cost of
increased computation for solving multiple linear
programs. To limit such high computation, a tech-
nique is proposed which explores the potential over-
lap among the elements of the search space [64]. The
idea is to replace an infinite search space for each
variable by a finite-element search space with a
guaranteed bound on the possible loss in perfor-
mance. Specifically, the search space grows expo-
nentially with the increase in the number of
variables and such growth can be reduced by explor-
ing the potential overlap among the elements of the
search space. In order to determine the potential
overlap, the variables are expressed in the form of
a geometric progression and a common factor
among these geometric progressions is identified.

Bogdanov et al. have studied the problem of
determining the optimal network topology for mul-
tiple DCs with the aim of maximizing the data rate
while minimizing the energy consumption at the
individual sensors [59]. Such optimization arises in
setups where the sensors’ batteries can be recharged
at a fixed rate and most data is to be collected
between successive energy scavenging cycles. For



636 M. Younis, K. Akkaya / Ad Hoc Networks 6 (2008) 621–655
networks with a fixed data rate, the problem
becomes equivalent to minimizing the power used
to collect the data. The data rate mainly varies at
relaying nodes, which forward other sensor’s data
in addition to sending their own. The authors argue
that appropriate placement of data collectors can
shorten the data routes and prevent the overloading
of relaying nodes beyond their maximum achievable
data rate, which is determined based on the capacity
of their onboard battery. Given the complexity of
the placement problem, the solution space is also
limited by allowing DCs to be located only at sensor
positions. Once the DCs are placed, each sensor des-
ignates the DC that can reach it over the shortest
path. There is no explicit clustering performed.
Two different heuristics, namely greedy and local
search, were presented. The greedy scheme deploys
DCs incrementally. Basically, the first DC is placed
so that the data rate is maximized and then the sec-
ond is placed assuming the position of the first DC
is fixed and so on. On the other hand, the local
search starts with a random placement of DCs.
Each DC then tries to relocate to the position of a
neighboring sensor in order to maximize the data
rate. If no improvement is possible, the algorithm
records the best achievable data rate and stops. This
process is repeated several times for different ran-
dom configurations and the one with the highest
data rate is finally picked. Fig. 12 shows the optimal
layout for 4 DCs for a 10 · 10 grid of sensors whose
transmission ranges are 2.2 units. In the figure, the
dark circles designate the DCs white the smaller cir-
cles designate the sensor nodes.
Fig. 12. Optimal DC locations (black circles) achieved by the
local search.
In [65], optimizing the placement of the DC
nodes is formulated as an integer linear program-
ming (ILP) model. The objective function of the
ILP formulation is to minimize the maximum
energy consumption at the individual sensors while
minimizing the total communication energy. The
constraints of the ILP formulation include a bound
on the total energy consumed by a node in a data
collection round and a restriction on the candidate
DC location to be picked from a set of pre-deter-
mined positions. Other constraints are also specified
to ensure a balanced flow through the individual
nodes and to allow transmission of messages to a
feasible site only if a DC is to be placed at that site.
The optimization is conducted by one of the DCs,
i.e., the approach is centralized. After the DC loca-
tions are determined, a flow-based routing algo-
rithm is used in order to pick the right DC for
each sensor and determine the data paths. Unlike
[59], DC positions are re-computed periodically at
the beginning of each data collection round in order
to cope with changes in the network state and dis-
tribute the routing load among the sensors evenly.

The approach of [66] does not consider data
relaying and thus the problem becomes solvable in
polynomial time. In order to minimize the total
communication power, the DC node is to be located
such that the maximum distance to a sensor node is
minimized [66]. A computational geometry based
algorithm, whose complexity is linear in the number
of nodes n, is proposed. This algorithm tries to
determine the circle with the smallest diameter that
encloses the nodes. Such a circle can be formed with
at most three points picked among the locations of
the sensors. The DC will then be positioned at the
center of the circle [66]. The same algorithm is fur-
ther extended for a two-tiered WSN where special
application nodes are designated as first-tier DCs
[10]. An application node interfaces its cluster with
the base-station. The minimum enclosing circle is
thus found for the application nodes as shown in
Fig. 13, redrawn from [10].

Table 2 provides a comparative summary of the
characteristics of the static node placement mecha-
nisms discussed in this section.

3. Dynamic repositioning of nodes

Most of the protocols described above initially
compute the optimal location for the nodes and
do not consider moving them once they have been
positioned. Moreover, the context of the pursued



0
1

2 3

0
1

2

0
1

Fig. 13. Finding the minimum enclosing circle for six application nodes [10]. The data-collector (black triangle) is placed at the center of
the smallest disk that contains all application nodes (small circles).
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optimization strategies is mainly static in the sense
that assessing the quality of candidate positions
are based on performance metrics like the data rate,
sensing range, path length in terms of the number of
hops from a sensor node to the base-station, etc. In
addition, the placement decision is made at the time
of network setup and does not consider dynamic
changes during the network operation. For exam-
ple, traffic patterns can change based on the moni-
tored events, or the load may not be balanced
among the nodes, causing bottlenecks. Also, appli-
cation-level interest can vary over time, and the
available network resources may change as new
nodes join the network, or as older nodes run out
of energy.

Therefore, dynamically repositioning the nodes
while the network is operational is necessary to fur-
ther improve the performance of the network. For
instance, when many of the sensors in the vicinity
of the base-station stop functional due to the
exhaustion of their batteries, some redundant sen-
sors from other parts of the monitored region can
be identified and relocated to replace the dead sen-
sors in order to improve the network lifetime. Such
dynamic relocation can also be very beneficial in a
target tracking application where the target is
mobile. For instance, some of the sensors can be
relocated close to the target to increase the fidelity
of the sensor’s data. Moreover, in some applications
it may be wise to keep the base-station a safe dis-
tance from harmful targets, e.g., an enemy tank,
by relocating it to safer areas in order to ensure its
availability.

Relocating the nodes during regular network
operation is very challenging. Unlike initial place-
ment, such relocation is pursued in response to a
network- or environment-based stimulus. It thus
requires continual monitoring of the network state
and performance as well as analysis of events hap-
pening in the vicinity of the node. In addition, the
relocation process needs careful handling since it
can potentially cause disruption in data delivery.
The basic issues can be enumerated as follows: when
does it make sense for a node to relocate, where
should it go and how will the data be routed while
the node is moving? In this section we discuss these
issues in detail and survey published approaches on
dynamic node repositioning. We group published
work according to whether the node being reposi-
tioned is a sensor or a data collector. In all the tech-
niques covered in this section, no coordination
among relocated nodes is provisioned. Collabora-
tive multi-node relocation is an emerging area of
research and is exclusively covered in Section 4.

3.1. Relocation issues

When to consider relocation: The decision for a
node movement has to be motivated by either an
unacceptable performance measure (despite setting
up the most efficient network topology) or a desire
to boost such measures beyond what is achievable
at the present node position. Motives vary based
on the targeted design attributes. Examples include
the observation of bottlenecks in data relaying,
decreases in node coverage in an area, increases in
packet latency or excessive energy consumption
per delivered packet. A weighted average may also
be pursued to combine multiple metrics based on
the application at hand.

Once a node has its motive, it will consider mov-
ing to a new position. Such consideration does not
necessarily lead to an actual relocation. The node
first needs to qualify the impact of repositioning at
the new location on the network performance and
operation. Therefore the ‘‘when’’ and ‘‘where’’
issues of node movement are very closely inter-
related. In addition, the node must assess the



Table 2
A comparison between the various approaches for nodes placement

Paper Application Space Deployment Node
type

Primary
objective

Secondary objective Constraint

[7] Generic 2-D Deterministic Data
Collector

Network lifetime – –

[8] Biomedical
sensor networks

2-D Deterministic Relay Network lifetime Min. relay count Connectivity

[10] Generic 2-D Deterministic Data
collector

Network lifetime – –

[11] Surveillance 2-D Deterministic Sensor Coverage Min. sensor count –
[12] Outdoor 2-D Random Sensor Data fidelity &

coverage
Min. sensor count –

[16] Surveillance 3-D Deterministic Sensor Coverage Connectivity –
[17] Surveillance 3-D Deterministic Sensor Coverage Data fidelity –
[18] Manufacturing 3-D Deterministic Sensor Data fidelity Connectivity
[19] Structural health

monitoring
3-D Deterministic Sensor Data fidelity Connectivity –

[20] Structural health
monitoring

3-D Deterministic Sensor Data fidelity Connectivity & Fault-
tolerance

–

[21] Contamination
detection

2-D Deterministic Sensor Coverage – Fixed sensors count

[22] Contamination
detection

2-D Deterministic Sensor Coverage Delay Fixed sensors count

[24] Generic 3-D Deterministic Sensor Data fidelity Min. sensor count –
[25] Generic 3-D Deterministic Sensor Data fidelity – –
[26] Outdoor 2-D Deterministic Sensor Min. relay count Fault-tolerance Connectivity
[27] Outdoor 2-D Random Sensor Coverage &

connectivity
Fault-tolerance –

[28] Outdoor 2-D Random Relay Network lifetime – –
[29] Outdoor 2-D Random Relay Network lifetime – –
[33] Underwater 2-D Deterministic Sensor Coverage Min. sensor count –
[34] Outdoor 2-D Deterministic Sensor Coverage &

connectivity
& Fault-tolerance –

[35] Outdoor 2-D Deterministic Sensor Coverage &
connectivity

Min. Sensor count –

[36] Outdoor 2-D Deterministic Sensor Connectivity Fault-tolerance –
[38] Massively dense

networks
2-D Random Relay Min. sensor

count
Delay and energy Bandwidth

[39] Massively dense
networks

2-D Random Sensor Min. sensor
count

Delay and energy –

[41] Surveillance 2-D Controlled
(nodes move)

Sensor Network lifetime – Coverage

[42] Generic 1-D Deterministic Sensor Min. relay count – Coverage
Network lifetime

[43] Generic 1-D Deterministic Sensor Network lifetime – Connectivity
[44] Outdoor 2-D Random Sensor Data fidelity – –
[45] Generic 1-D Deterministic Sensor Data fidelity Minimal energy

consumption in
communication

– Lower bound on
tolerable distortion

2-D – Fixed sensors count
[46] Surveillance 2-D Deterministic Sensor Data fidelity – –
[50] Generic 2-D Controlled

(nodes move)
Relay Network lifetime – Fixed relays count

[51] Indoor or non-
harsh outdoor

2-D Deterministic Relay Min. relay count – – Network lifetime
– Connectivity

[52] Indoor or non-
harsh outdoor

2-D Deterministic Relay Network lifetime Min. relay count –

[53] Indoor or non-
harsh outdoor

2-D Deterministic Relay Network lifetime Min. relay count –

[54] Indoor or non-
harsh outdoor

2-D Deterministic Relay Network lifetime Min. relay count –
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Table 2 (continued)

Paper Application Space Deployment Node type Primary objective Secondary objective Constraint

[55] Generic 2-D Deterministic Relay Connectivity & fault-
tolerance

Min. relay count –

[56] Generic 2-D Deterministic Relay Min. relay count – Connectivity
[57] Generic 2-D Deterministic Relay Fault-tolerance Min. relay count Connectivity
[59] Generic 2-D Deterministic Data

collector
Max. data flow Min. energy –

[60] Generic 2-D Deterministic Data
collector

Network lifetime Min. CH count –

[61] Generic 2-D Deterministic Data
collector

Delay Energy –

[62] Generic 2-D Random Data
collector

Coverage Delay –

[63] Generic 2-D Random Data
collector

Coverage Delay Connectivity

[64] Generic 2-D Deterministic Data
collector

Network lifetime – –

[65] Generic 2-D Deterministic Data
collector

Network lifetime Load balancing –

[66] Surveillance 2-D Deterministic Data
collector

Network lifetime – –

M. Younis, K. Akkaya / Ad Hoc Networks 6 (2008) 621–655 639
relocation overhead. Such overhead can be incurred
by the node and the network. For example, if the
node is a robot, the energy consumed by the mechani-
cal parts during the movement is a significant over-
head to the lifetime of the robot’s battery and thus
should be minimized. Moreover, when energy and
timeliness metrics are of utmost concern, the impact
on the lifetime of individual sensors and on route
maintenance has to be considered respectively.

Where to relocate: When having a motive to
relocate, the node needs to identify a new position
that would satisfy the motive, e.g., boost overall
network performance. Again, the qualification of
the new position and possibly the search criteria
may vary based on the design attributes. Finding
an optimal location for the node in a multi-hop net-
work is a very complex problem. The complexity is
mainly resulting from two factors. The first is the
potentially infinite number of possible positions
that a node can be moved to. The second factor
is the overhead of keeping track of the network
and the node state information for determining
the new location. In addition, for every interim
solution considered during the search for an opti-
mal position, a new multi-hop network topology
may need to be established in order to compare that
interim solution to the current or previously picked
positions.

A mathematical formulation of the node reloca-
tion problem may involve huge numbers of param-
eters including the positions of all deployed nodes,
their state information (including energy reserve,
transmission range, etc.) and the data sources in
the network. In addition, a node may need to know
the boundaries of the monitored region, the current
coverage ratio of the network, the location of dead
sensor nodes or other information in order to deter-
mine its new location. Given the large number of
nodes typically involved in applications of WSNs,
the pursuance of exhaustive search will be impracti-
cal. In addition, the dynamic nature of the network
makes the node state and sources of data may
change rapidly; thus the optimization process may
have to be repeated frequently. Moreover, it may
be undesirable to involve the nodes in complex com-
putation since this diverts both the computation
capacity needed for application-level processing,
e.g., data fusion, and the energy needed for move-
ment of the node. Therefore, approximate and local
solutions, or search heuristics, are more popular in
the context of WSNs [7,13,14].

Managing and justifying the move: Once the new
location of the node has been picked and confirmed
to enhance some desired design attributes, the node
should identify a travel path to the new location.
The main contributing factors to the path selection
are the total distance to be traveled, the suitability
of the terrain, the path safety and the risk of disrupt-
ing the network operation. Minimizing the travel
distance for the nodes is crucial since the energy
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consumed by the mechanical parts in such a move-
ment is much more than the communication and
computation energy. Therefore, the shortest possible
path should be identified to reach the new location.
However, the node also has to pick a path that is
physically feasible to travel over. The node may need
to consult a terrain map or rely on special onboard
equipments, e.g., cameras, to avoid obstacles and
dead ends. The other concern is protecting the node
during the move. Since a WSN is usually deployed
in harsh environments to detect and track dangerous
targets or events, the node should avoid exposure to
harm or getting trapped. For example, the node
should not go through a fire to reach the new
location.

The node should also minimize any negative
impact on network operation. While the node is
on the move, it must ensure that data continues to
flow. For example, a sensor may have to increase
its transmission power to cover the planned travel
path in order to make sure that packets will con-
tinue to reach it. Continual data delivery prevents
the node from missing important reports during
the relocation, which may cause an application-level
failure. Such application-level robustness is a design
attribute in itself. Therefore, it is desirable to restrict
changes to the network topology. Avoiding radical
changes to the data routes limits the disruption of
ongoing data traffic, and also curtails the overhead
that the relocation introduces. Again, the node per-
forms a trade-off analysis between the gain achieved
by going to a new location and the overhead in
terms of additional energy consumption that the
motion imposes on the other nodes. If the motion
is justified, the node can physically relocate.

The last issue is whether there are constraints on
the time duration that the node budgets for the move.
These constraints may arise in very dynamic environ-
ments in which the traffic pattern changes frequently.
In these cases, the gains achieved by going to a loca-
tion may be lost or degraded very quickly and the
node would find out that it has to move yet again
to a third location or even return to the old position.
In the worst case, the node continues to move back
and forth among these locations. Therefore, a grad-
ual approach to the new location may be advisable
in order to prevent this scenario.

3.2. Sensor repositioning schemes

While the bulk of published work envisions sen-
sors to be stationary, some investigate the possibil-
ity of attaching sensors to moveable entities such
as robots [67,68]. Sensor mobility has been exploited
to boost the performance of WSNs. For example,
mobile sensors can re-spread in an area to ensure
uniform coverage, move closer to loaded nodes in
order to prevent bottlenecks or increase bandwidth
by carrying data to the base-station [15,69–71]. Pro-
posed schemes for dynamic sensor positioning in the
literature can be categorized into two groups, based
on when relocation is exploited, into post-deploy-
ment or on-demand relocation. We discuss these
two categories of relocation in detail in the follow-
ing sub-sections.

3.2.1. Post-deployment sensor relocation

This type of relocation is pursued at the conclu-
sion of the sensor deployment phase when the
sensor nodes are being positioned in the area. As
we discussed earlier, in most WSN applications,
sensor deployment is performed randomly due to
the inaccessibility of the monitored areas. However,
this random configuration usually does not provide
adequate coverage of the area unless an excessive
number of nodes are deployed. Alternatively, the
coverage quality can be improved by moving the
sensor nodes if they are able to do so. In that case,
sensor nodes can be relocated to the regions with
inadequate coverage, or no coverage at all. Given
the energy cost of mechanical movement and the
communication messages involved in directing the
motion, the relocation process should be lightweight
and should conclude in a reasonable time.

Wang et al. utilizes each sensor’s ability to move
in order to distribute them as evenly as possible in
the region [69]. The goal is to maximize the area
covered within the shortest time duration and with
minimal overhead in terms of travel distances and
inter-sensor message traffic. The main idea is that
each sensor assesses the coverage in its vicinity after
deployment and decides whether it should move to
boost the coverage. To assess the coverage, a sensor
node creates a Voronoi polygon with respect to
neighboring sensors, as illustrated in Fig. 14. Every
point inside a Voronoi polygon is closer to the sen-
sor of that polygon, i.e., Si in Fig. 14, than any other
sensor. The intersection of the disk that defines the
sensing range and the Voronoi polygon represents
the area the sensor can cover. If there are uncovered
areas within the polygon, the sensor should move to
cover them.

In order to decide where to reposition a sensor,
three methods have been proposed: vector-based
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Fig. 14. Every sensor Si forms a Voronoi polygon with respect to
the position of its neighboring sensors. The part of the polygon
that lies outside the sensing range is not covered by Si.
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(VEC), Voronoi-based (VOR) and Minimax. The
main idea of the VEC method is borrowed from
electromagnetic theory where nearby particles are
subject to an expelling force that keeps them apart.
In the context of WSNs, virtual forces are applied to
a sensor node by its neighbors and by the bound-
aries of its Voronoi polygon in order to change its
location. While in VEC the nodes are pushed away
from the densely populated areas, VOR pulls the
sensors to the sparsely populated areas. In VOR,
the sensor node is pulled towards the farthest Voro-
noi vertex to fix the coverage hole in the polygon,
which is point A for sensor Si in Fig. 14. However,
the sensor will be allowed to travel only a distance
that equals half of its communication range, point
‘‘B’’ in Fig. 14. This prevents the node from step-
ping into the area handled by another sensor that
was out of reach prior to the move (in other words,
not a current neighbor of Si), which can lead to an
unnecessary move backward later on. In the Mini-
max method, a sensor also gets closer to its farthest
Fig. 15. Sensors pursue relocation iteratively until movem
Voronoi vertex. However, unlike VOR, the Mini-
max approach strives to keep most of the other ver-
tices of the Voronoi polygon within the sensing
range. It thus relocates the sensor to a point inside
the Voronoi polygon whose distance to the farthest
Voronoi vertex is minimized. The Minimax scheme
is more conservative in the sense that it avoids cre-
ating coverage holes by going far from the closest
vertices, leading to a more regularly shaped Voronoi
polygon.

The conserved departure from the current sensor
position leads to a gradual relocation, round by
round, as shown in Fig. 15. This usually causes
the sensor to zigzag rather than move directly to
the final destination. In order to shorten the total
travel distance, a proxy-based approach is proposed
in [72]. In this approach, the sensor nodes do not
move physically unless their final destination is
computed. The authors consider a network with sta-
tionary and mobile sensors. Mobile sensors are used
to fill coverage holes identified in a distributed way
by stationary nodes. Thus, mobile sensors only
move logically and designate the stationary sensor
nodes as their proxies. This approach significantly
reduces the total and average distance traveled by
mobile nodes while maintaining the same level of
coverage as [69]. The approach only increases the
message complexity. However, given that movement
is more costly in terms of energy, this increase can
be justified. Nonetheless, this process still can be
very slow and hence prolong the deployment time.

With the objective of reducing the overall deploy-
ment time, Wu et al. have proposed another solution
to the same problem based on two-dimensional
scanning of clustered networks, called SMART
[15]. The approach adopts a popular scheme for bal-
ancing load among nodes in parallel processing
ent no longer improves coverage (taken from [69]).
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Fig. 16. Steps for SMART: (a) initial 2D mesh, (b) row scan and (c) column scan.
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architectures by assigning equal number of tasks to
each processor. This idea is applied to a multi-cluster
WSN where each cluster is represented by a square
cell, forming a 2D mesh. An example is shown in
Fig. 16, which is redrawn from [15]. The number of
sensors annotated on every cell represents the load
of that cluster. Each cluster-head knows only its
location within the mesh, i.e., row and column indi-
ces, and the number of sensors in its cluster. It is
assumed that a cluster-head can only communicate
with its counterparts in neighboring cells. Achieving
uniform coverage is then mapped to the load-balanc-
ing problem with a goal of evening the distribution
of sensors among the clusters. To achieve this goal,
each cluster-head performs both row-based and
column-based scans to exchange load information.
In a row-based scan, the leftmost cluster-head for-
wards its load, i.e., number of sensors, to its right
neighbor. Each neighbor in the row adds the
received load to its own load and forwards it until
the rightmost cluster-head is reached. This cluster-
head computes the average load for its row and
sends a message back until the left most cluster-head
receives it (Fig. 16b). After the scan process, the
sensors are relocated to match the desired node
count per cluster. That is, the overloaded clusters
give sensors and the underloaded clusters take
sensors. The same procedure is also applied within
each column (Fig. 16c). The approach also handles
possible holes in the network when there are clusters
with no sensors. The simulation results in [15] com-
pared SMART to VOR, discussed above, with
respect to the number of moves made by the sensors
and the number of rounds before termination.
SMART was shown to use the minimum number
of moves. Although it was also shown that SMART
converges in a fewer number of rounds for densely
populated WSNs, VOR was found to be superior
for sparsely populated networks.

Another similar post-deployment relocation
work for improving the initial coverage and provid-
ing uniform distribution of sensors is presented in
[73]. Although the idea is similar to the VEC mech-
anism of [69], this time it is inspired by the equilib-
rium of particles in Physics. The particles follow
Coulomb’s law, pushing against each other to reach
equilibrium in an environment. Therefore, the
authors define forces for each sensor node in the net-
work based on the inter-node distances and the local
density of nodes. The partial force on a node i from
node j at time t is expressed as follows:
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where Di
t is the node density in the vicinity of node i

at time t, l is the average node density in the net-
work, R is the transmission range and pt is the loca-
tion at time t. In Eq. (2), the
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defines the force strength. The authors note that
including the average node density l is found to

expedite the convergence. The term
pj
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the direction of the force. Each sensor’s movement
is decided by the combined force applied to that sen-
sor by all neighboring nodes. A sensor node is only
allowed to move a certain distance per time step In
some cases, the node can move back and forth be-
tween two locations leading to an oscillation. If an
oscillation continues for longer than a preset limit,
the node stays at the center of gravity between the
oscillation points. To validate the performance,
the approach is implemented and compared to a
simulated annealing based solution which provides
optimal coverage. The validation results indicate
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Fig. 17. Cascaded movement of sensors; S3 replaces S2, S2 settles
in S1’s position and S1 move to where S0 is.
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that the proposed self-spreading approach provides
nearly optimal coverage and delivers superior per-
formance in terms of the total distance traveled
and the time to converge.

3.2.2. On-demand repositioning of sensors

Instead of relocating the nodes at the deployment
phase, sensors can be relocated on demand to
improve certain performance metrics such as cover-
age or network lifetime. This can be decided during
the network operation based on the changes in
either application-level needs or the network state.
For instance, the application can be tracking a
fast moving target which may require reposition-
ing of some sensor nodes based on the new location
of the target. Furthermore, in some applications
there can be an increasing number of non-function-
ing nodes in a particular part of the area, necessitat-
ing the redistribution of available sensors. In
addition to improving coverage, the energy con-
sumption can be reduced through on-demand
relocation of sensors in order to reach the best effi-
cient topology.

The approach presented in [13] performs sensor
relocation to counter holes in coverage caused by
sensors failure. The idea is simply to identify some
spare sensors from different parts of the network
that can be repositioned in the vicinity of the faulty
nodes. The selection of the most appropriate choice
among multiple candidate spare nodes is based on
the recovery time and overhead imposed. Both crite-
ria would favor close-by spares over distant ones.
Minimizing the recovery time can be particularly
crucial for delay sensitive applications. The over-
head can be in the form of energy consumption
due to the node’s travel and due to the message
exchange. The latter is especially significant if spares
are picked in a distributed manner. In order to
detect the closest redundant sensor with low mes-
sage complexity, a grid-based approach is proposed.
The region is divided into cells with a designated
head for each cell. Each cell-head advertises/
requests redundant nodes for its cell. A quorum-
based solution is proposed to detect the intersection
of advertisements and requests within the grid. Once
the redundant sensor is located, it is moved to the
desired cell without disrupting the data traffic or
affecting the network topology.

Since moving a node over a relatively long dis-
tance can drain a significant amount of energy, a
cascaded movement is proposed. The idea is to
determine intermediate sensor nodes on the path
and replace those nodes gradually. That is, the
redundant sensor will replace the first sensor node
on the path. That node also is now redundant and
can move to replace the second sensor node, and
so on. For the example shown in Fig. 17, which is
redrawn from [13], rather than directly moving S3

to the location of S0, in choice 2 all sensors S3, S2,
and S1 move at the same time and replace S2, S1,
and S0, respectively in order to minimize the reloca-
tion time. The path is selected such that it will min-
imize the total mechanical movement energy and at
the same time maximize the remaining energy of
sensor nodes. In order to determine such a path,
Dijkstra’s least cost path algorithm is used. The
overall solution is also revisited to provide a distrib-
uted approach for determining the best cascading
schedule.

When validated, the approach has outperformed
VOR of [69] with respect to the number of sensors
involved in the relocation, the total consumed
energy and the total remaining energy. In addition,
cascaded movement has delivered much better per-
formance in terms of relocation time, energy cost
and remaining energy than direct movement. How-
ever, obviously the cost of maintaining a grid, selec-
tion of cell-heads and identifying redundant nodes
will grow dramatically as the number of nodes
increases. For scalability, a hierarchical solution
might be needed to restrict the size of the region
and the cost of movement.

Coverage improvement is also the objective of
relocating imaging sensors in [70]. Stationary cam-
eras may not provide the desired coverage when
there are environmental peculiarities, e.g., moving
obstacles, in the event area as seen in Fig. 18. Thus,
moving the cameras in order to avoid obstacles that
block their vision would increase the coverage. The
mobility for the camera nodes is made possible
through providing a traction mechanism under each
camera that will enable motion in one dimension, as
is also implemented in Robomote [67]. This mobility



Fig. 19. Nodes close to the data collector die rather quickly due
to traffic overload; forcing the more distant nodes to relay the
data to the data collector.

Camera A Camera B 

Obstacle 

Fig. 18. An obstacle reduces the coverage of two cameras
directed at different areas.
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feature on cameras is actuated when the coverage
of the monitored areas falls below a certain ratio.
The experiments performed with real-life target
tracking applications have verified that the mobile
cameras can increase the coverage of the monitored
area and thus decrease the target miss-ratio signifi-
cantly when compared to stationary-node based
setups.

Finally, we would like to note that the work of
Dasgupta et al. [41], which we discussed in Section
2.2, can potentially fit under the category of
dynamic positioning if sensors are relocated after
deployment. However, the repositioning is done at
the network planning stage to form the most effi-
cient topology and thus we categorized the scheme
as static.
3.3. Repositioning data collectors

As discussed earlier, sensor data is gathered at
either the base-station or CHs for aggregation and
possibly additional processing consistent with the
computational capabilities of such data collectors
(DCs). Dynamic repositioning of DCs has also been
pursued as a means for boosting network perfor-
mance, dealing with traffic bottlenecks and prevent-
ing interruptions in network operation. Unlike
sensor repositioning, the goal for relocating DCs is
usually not local to the individual node and involves
numerous network state parameters. In this section,
we focus on approaches that consider a single DC
or uncoordinated repositioning of multiple DCs if
more than one exist. Section 4 discusses collabora-
tive relocation of nodes, which has not received
much attention in the literature and has numerous
open research problems.
3.3.1. Repositioning for increased network longevity

Although energy-aware multi-hop routing does
dynamically adapt to changes in sensor energy and
traffic pattern, sensors near a data collector (DC)
die quickly as they are the most utilized nodes in
the network [40,74]. Consequently, nodes that are
further away from the DC are picked as substitute
relays, as depicted in Fig. 19. However, the amount
of energy these nodes spend to communicate with
the DC is considerably higher. This effect can spread
in a spiral manner, draining the sensors energy and
hence shortening the lifetime of the network. To
stop such a pattern of energy depletion, the DC is
repositioned [75].

The main idea is to move the DC towards the
sources of highest traffic. The traffic density (P)
times the transmission power (ETR) is used as a
metric for monitoring the network operation and
searching for the best DC location. The idea is to
track changes in the nodes that act as the closest
hop to the DC and the traffic density going through
these hops. If the distance between the DC and
some of the nodes that are in direct communication
is smaller than a threshold value d, the DC will qual-
ify the impact of these nodes on the overall network
lifetime by considering the number of packets rou-
ted through them. If the total P · ETR decreases
by more than a certain threshold D, the DC will
consider relocating to a new position. Mathemati-
cally, the relocation takes place if:
X

8i2SR

EðTRiÞ � P i �
X

8j2Snew
R

EðTRjÞ � P j > D; ð3Þ
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where

• SR is the set of sensors that are one hop away
from the data collector on active routes,

• Snew
R is the set of sensors that are one hop away

from the data collector at a new location,
• Pi is the packet traffic going through node i, mea-

sured as the packet count per frame,
• EðTRiÞ is the energy consumed by node i for trans-

mitting a packet to the next hop, and
• the summations measure the total energy con-

sumed for packet transmission through all the
nodes at the old location and new location of
the data collector, respectively.

While such positioning will be ideal for high traf-
fic paths, it can worsen the performance on paths
with lower traffic density or which are topologically
opposite to the direction of the DC’s motion. There-
fore, before confirming the move, it has been recom-
mended that the DC validates the overall impact on
transmission energy by factoring in the possible
extension of some data paths and the cost of signal-
ing overhead to those sensor nodes affected by the
move. In addition, when the DC starts to move,
the data gathering process still continues and thus
the routes should be adjusted before the DC gets
out of range of some sensors (if any). Unlike the sta-
tic approaches discussed in Section 2, route adjust-
ment is an issue in dynamic DC positioning. This
issue is handled in [75] by either increasing the trans-
mission power or designating additional forwarder
sensors. The change in DC position may also intro-
duce shadowing or multi-path fading to some links.
Slow or gradual advance towards the new position
is shown to be effective in avoiding unexpected link
failures that may cause negative performance
impacts, since it allows the DC to rethink the suit-
ability of the newly-selected position and/or the
decision to move further.

Through simulation, this approach for relocating
the DC is shown to not only increase the network
longevity but also to enhance other performance
metrics like latency and throughput. First, commu-
nication-related energy consumption and the
average energy per packet are reduced as the DC
moves closer to the area where more nodes are col-
lecting data. In addition, nodes collecting the most
data are closer to the DC and fewer hops are
involved, lowering the overall latency time for data
collection. Moreover, the packet throughput grows
since most messages pass through fewer hops and
travel shorter distances, making them less likely to
be dropped.

3.3.2. Enhancing timeliness of delay-constrained
traffic

In addition to boosting network longevity, repo-
sitioning the DC is useful when real-time traffic with
certain end-to-end delay requirements is involved
[76]. For instance, when routes to the DC get con-
gested, most requests for establishing paths for
real-time data may be denied or the deadline miss
rate of real-time packets may increase significantly.
Traffic congestion can be caused by an increase in
the number of real-time data packets coming from
nodes close to a recent event. In such circumstances,
it may be infeasible to meet the requirements for
real-time data delivery. Therefore, repositioning
the DC has been recommended in order to spread
the traffic on additional hops and increase the feasi-
bility of meeting the timeliness requirements.

A trigger for such relocation can be an unaccept-
able increase in the miss rate of real-time packets, or
just a desire to increase timeliness even if the miss
rate is at a level that is tolerable by the application.
To boost timeliness, the DC is moved to the loca-
tion of, or close to, the most heavily loaded node
[76]. The rationale is to split the incoming traffic
passing through that node without extending the
delay experienced by real-time packets over other
routes, as shown in Fig. 20. Such loaded nodes are
picked based on the real-time traffic service rate,
often determined during route setup in order to allo-
cate bandwidth to both real-time and non-real-time
traffic. Again, the advantages of the relocation have
to be qualified to make sure that the overhead is jus-
tified. It is also worth noting that in this approach
the impact on link quality is not a major concern
when the DC moves close to a heavily loaded node.
This is because it is unlikely that the node is experi-
encing a disruptive level of interference while being
able to relay a high volume of real-time packets.

Handling the DC motion is similar to the
approach described in Section 3.3.1. As long as
the DC remains within the transmission range of
all the last-hop nodes, the current routes can be
maintained by only adjusting the transmission
power. If the new location places the DC out of
the transmission range of some of the last hop nodes
in the current routes, new forwarder nodes that are
not involved in any routing activity are selected. It
was argued that those unused nodes introduce very
little queuing delay, which is desirable for on-time



Fig. 20. (a) The DC (denoted as B) is relocated to the location of A if the delay is not extended on the path from C to B (b) If real-time
traffic through C is affected, B is relocated close to C while still splitting traffic at A.
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Medium/Low Active Data Source

Highly Active Data Source
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delivery of all real-time packets that use these nodes
as relays. We note, however, that designating new
forwarder nodes is still more costly than just adjust-
ing the transmission power. Therefore, if the new
location imposes excessive topology changes, alter-
native positions which will cause no or minimal
topology changes should be considered.
Low Risk

Data
Collector

Fig. 21. Performance-centric relocation may move a data collec-
tor dangerously close to serious events in the environment and
thus risk the loss of such critical asset.
3.3.3. Maintaining uninterrupted operation

Relocating data collectors has also been pursued
to keep WSNs operational without interruption.
Noting that some nodes may be isolated (the net-
work may even become partitioned) if one of the
DC nodes is damaged or becomes unreachable to
sensors, some of the published schemes repositioned
DC nodes in order to protect them and sustain net-
work connectivity.

Keeping the DC away from harm is the goal of
the GRENN approach proposed in [77]. Two main
scenarios motivate GRENN to reposition a DC.
First, the DC may be in the way of an approaching
serious event, such as a fast spreading fire, or a
harmful target like an enemy tank. The second sce-
nario may be caused by a desire to boost network
performance by moving the DC node towards the
data sources, similar to the schemes discussed in
the previous two sub-sections. The latter scenario,
as depicted in Fig. 21, may actually expose the
DC to hazards and put it at high risk. Thus, han-
dling such scenarios would be subject to perfor-
mance and safety trade-offs.

To assess the safety implication of repositioning
the DC, an evolutionary neural networks based for-
mulation is pursued. The idea is to track the DC
safety levels at different locations and use this infor-
mation to define the parameters of the DC safety
model. Then the threat implication is estimated as
a function of the proximity to reported events and
the severity of those events. If the location of the
event is not accurately known, the data volume
related to that event and the location of the report-
ing sensors are factored in. An objective function is
then formed to balance safety and performance
goals and used to guide the search for the new loca-
tion of the DC. GRENN has been further extended
in [78] to identify a safe route for the DC to its new
position. The same safety assessment model is
employed to guide the selection of the travel path.
The effect of the DC’s motion on the network per-
formance is also factored in by measuring the
throughput at various spots the DC will visit along
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the way. The objective function is extended to not
only trade-off the safety of the DC and the network
performance but also to minimize the travel
distance.

Shen et al. [79] have investigated the placement of
mobile access points in order to connect nodes in
isolated networks through airborne units or satel-
lites. The deployed nodes usually do not have
expensive radios for long haul communication and
usually serve limited geographical areas. The limited
communication range may result in partitioning the
network, leaving some nodes unreachable to some
others. To overcome such structural weaknesses in
the network, mobile base-stations are employed to
interconnect isolated sub-networks through an air-
borne relay, such as an unattended air vehicle
(UAV) or satellite. As depicted in Fig. 22, which is
redrawn from [79], a mobile base-station acts as
an access point for the nodes in its neighborhood.
The approach is to place the mobile access point
(MAP) at the centroid of the sub-network. Nodes
Mobile access point

Airborne unit

Regular ground node

Fig. 22. Mobile access points are placed to connect isolated sub-
networks through an airborne unit so that the end-to-end delay
among nodes in different sub-networks is minimized.

Table 3
A comparison of dynamic node repositioning schemes

Paper Node type Relocation trigger Primary object

[13] Sensor Sensor failures Coverage of ho
[15] Sensor Poor coverage Coverage
[41] Sensor High traffic Network lifetim
[69] Sensor Poor coverage Coverage
[70] Sensor Poor image coverage Image coverag
[72] Sensor Poor coverage Coverage
[73] Sensor Poor coverage Coverage
[75] Data collector High traffic Total power
[76] Data collector Poor timeliness Timeliness
[77] Data collector Application dependent Physical securi
[78] Data collector Application dependent Physical securi
[79] Data collector Network partitioning Connectivity
[80] Data collector Node mobility Connectivity
will send messages which get flooded through the
sub-network until they reach the MAP. As the
MAP receives the packets, it records the paths each
took to reach it. From this information the MAP
builds a tree modeling the network, with itself at
the root. The MAP then moves to the centroid of
this tree. The approach shares some similarities to
that of [80].

Table 3 summarizes the dynamic positioning
schemes covered in this section.

4. Open research problems

While significant progress has been made in
researching the optimization of node positioning
in WSNs, many challenging problems remain. In
this section, we highlight open research problems,
identify the issues involved and report on ongoing
work and preliminary results. We categorize open
problems into coordinated dynamic placement of
multiple nodes and the positioning of sensors in
three-dimensional application setups.

4.1. Coordinated multi-node relocation

In many application setups, nodes coordinate
among themselves in order to efficiently and effec-
tively handle application-level requirements. Exam-
ples of such applications include robotic-based
land-mine detection and deactivation, multi-rover
exploration of distance planets, employing a sen-
sor-fleet for oceanic studies, etc. However unlike
the case discussed in the previous section, such
application-level coordination requires the reloca-
tion process to care for inter-node networking
issues. For instance, consider the scenario depicted
ive Secondary objective Constraint

les Travel distance Convergence time
Travel distance Convergence time

e – Coverage
Travel distance Convergence time

e – –
Travel distance Convergence time
Travel distance Convergence time
Throughput –
Avg. delay –

ty Network lifetime –
ty and throughput Travel distance –

– –
– –



Fig. 23(b). CH3 moves to maintain its communication link with
CH4, probably loosing connectivity to CH2. However, cluster-
heads still form a connected graph.

CH1

CH4

CH2

CH3

Sensor nodes

Cluster-head 

Event of 
Interest

Event of 
Interest

Sj

Si

Fig. 23(a). A sample multi-cluster sensor network architecture,
where each cluster is handled/managed by a distinct cluster-head.
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in Fig. 23(a). A set of sensors are deployed in an
area of interest. The sensors have been partitioned
into non-overlapping clusters; each is managed by
a distinct cluster-head (CH). To simplify the discus-
sion, let us assume that CHs are the only nodes
allowed or capable to relocate.

Given the commonly uneven distribution of sen-
sor nodes or the battery exhaustion or failure of sen-
sors in a certain region, some events would be hard
to monitor or would overburden the scarce network
resources in the proximity of the event. In Fig. 23(a)
two sample events articulate such an issue. The
depicted events, may be targets or fires, are reported
by very few sensors for which the events happen to
be within their detection range. Clearly, the intra-
cluster network topology for both clusters 1 and 4
are not efficient since the data is routed over many
hops and may not be arriving at CH1 and CH4 reli-
ably and/or on-time. In addition, some of the nodes
that are involved in relaying data may not have
abundant energy reserve to keep the path stable
for an extended duration. Furthermore, CH1 and
CH4 may have advanced sensing instruments that
can be employed to boost the fidelity of the assess-
ment. The following are some of the challenges that
CHs may face when trying to boost the efficiency of
the data collection and the operation of the intra-
cluster network:

1. CH1 may decide to relocate to better serve the
event tracked by sensors in its cluster; that is,
to monitor the event in a timely manner or to
minimize the energy consumption at relaying sen-
sor nodes. However, this repositioning may place
CH1 out of the communication range of CH4.
Such a move can only be acceptable if CH1 does
not need to interact with CH4, which is unlikely,
or when an alternative path can be established
with an acceptable delay bound. Referring to
Fig. 23(a), relocating CH1 would be feasible if
the communication path (CH1, CH3, CH4) meets
the timeliness requirements.

2. The network must consider the possibility that a
different cluster could handle the event. For
example, while CH1 can relocate to better serve
the event, the data can also be routed from Si to
CH2 over a shorter and more energy efficient
path. That would require changing the associa-
tion of Si from cluster 1 to cluster 2, at least tem-
porarily. This modification of cluster membership
would surely impose an overhead. Such a trade-
off is unavoidable.

3. When relocation of a CH is the only option for
boosting the efficiency of the operation within a
cluster, a ripple effect may be caused throughout
the network. Consider, for example, the relocation
of CH4 close to Sj. Although such a close proxim-
ity to the event would have a positive impact on
the operation in cluster 4, moving CH4 that far
makes it unreachable to other CHs. This scenario
is not acceptable in a collaborative computing
environment. Also, CH4 may become isolated
from the base-station if it cannot directly reach
it. A more complex alternative is to relocate multi-
ple CHs in order to maintain connectivity.
Fig. 23(b) illustrates a possible multi-CH reloca-
tion that better serves the event reported by Sj.
Basically, CH3 gets closer to the new location of
CH4 in order to prevent their communication link
from getting broken, possibly at the expense of
loosing connectivity to CH2. This solution could
have been more complex if CH1 did not have a
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link to CH2, forcing it to move in order to be in the
range of CH3 and CH2.

Now imagine all nodes can move subject to inter-
node topology constraints. Obviously, coordinated
multi-node relocation will be even more complex
and can introduce lots of trade-offs. In addition,
simultaneous relocation of nodes raises the issue of
convergence. Repositioning one node can make the
move that was concurrently made by another node
either redundant and/or incompatible. For example,
an autonomous decision by multiple nodes for relo-
cating toward an event may lower the coverage in
another region while increasing the fidelity of moni-
toring the event more than necessary. Lightweight
synchronization protocols and/or localized schemes
may be required, especially for large networks, in
order to ensure convergence of the relocation pro-
cess to an optimized network state, consistent with
the objectives and constraints of the move.

We envision coordinated multi-node relocation to
be a promising research direction. Only a little atten-
tion has been paid to tackling the challenges of
coordinated multi-node relocation. One of the few
attempts is reported in [81], where a dynamic multi-
node positioning is proposed in order to improve
the network longevity. The motion of CHs is
restricted to maintain the connectivity of the inter-
CH network, as seen in Fig. 24. When a CH is to
be relocated, its links with its neighbors are checked
first before the relocation is performed. If changing
the position of a CH will partition the network, its
neighbors are to move to restore broken links. For
example in Fig. 24, if CH3 is to move toward CH2,
CH5 would follow along to avoid being disconnected
from the network. In order to prevent simultaneous
CH

CH

CH

CH

CH

CLuster # 5

CLuster # 4

CLuster # 3

CLuster # 2

CLuster # 1

Fig. 24. The CORE approach strives to maintain a connected
inter-CH network by restricting the motion of the individual CH
nodes.
relocations, a mutual-exclusion based mechanism is
used. The idea is to require exclusive access to a glo-
bal token in order to perform the relocation. A CH
will cease all motion until a token is granted. Each
sensor’s association to a cluster changes based on
the proximity of CHs nodes to the individual sensor.

Another notable work is the COCOLA approach
[63], which has been discussed in section 2.3. Unlike
CORE [81], mutual exclusion is supported in a dis-
tributed fashion. The goal is again to maintain con-
nectivity among CH nodes when some of them
move. The synchronization protocol is simply to
coordinate with immediate neighbors based on a
predefined priority system. The priority can be sta-
tic, e.g., ID-based like CORE, or a dynamic figure
that relates to the application or the state of CHs.
Assuming distinct node priorities, it was proven that
multiple CHs can simultaneously relocate as long as
they are not neighbors.

Although not particularly geared toward WSNs,
the approach [82] also addresses inter-CH coordina-
tion. The authors consider a network of robots
that collaborate on application tasks and move on
demand. The network is assumed to be 2-connected
at startup, i.e., every robot can reach every other
robot over at least two vertex-disjoint paths. The
goal is to sustain this level of connectivity even under
link or node failure. The approach is based on relo-
cating some of the robots in order to reestablish the
2-connectivity. The authors modeled the recovery as
an optimization formulation in which nodes are to
reposition using the minimal total travel distance.
Two distributed algorithms were proposed. The first
algorithm is called contraction and strives to move
robots inward to the centroid of the deployed nodes
(robots) in order to boost connectivity. To avoid
excessive contraction, a gradual motion is proposed.
The second approach employs graph theory to iden-
tify cut vertices and orchestrate block movements.
The idea is to pick nodes that have a degree of 1 to
move towards a cut vertex in order to establish
new links that serve as alternatives to the critical
links between cut vertices. Although this work does
not account for coverage requirements and sensor-
base-station connectivity, the approach is worth
exploring in the context of WSNs.

4.2. Node positioning in three-dimensional

application setups

The scope of the majority of published papers on
static and dynamic node positioning strategies is



Fig. 26. Applying the truncated octahedron based node place-
ment strategy in a 20 m · 20 m · 20 m 3-D space. Figure is from
[84].
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limited to terrestrial networks, where covered space
is two-dimensional (2-D), and to small indoor set-
ups. Even for applications that employ range find-
ers, imagers and video sensors the focus has been
on the quality of the collected data and coverage
of some 2-D space, basically by managing the angu-
lar orientation of the sensors in a plane. As we men-
tioned in Section 2.1, many of the popular coverage
analysis and placement strategies pursued for 2-D
space become NP-Hard in 3-D [9,83]. However,
with the increased interest in applications of sensor
networks in space exploration, airborne and under-
water surveillance, oceanic studies, storm tracking,
etc. tackling the contemporary design issues such
as coverage and connectivity in 3-D has become a
necessity. We expect optimization strategies for
node positioning in WSN applications in large-scale
3-D setups to be one of the hot topics of research
in the next few years. In fact, some preliminary
research results have started to emerge.

Alam and Haas [84] have investigated the prob-
lem of achieving maximal 3-D coverage with the
least number of sensors. In the conventional 2-D
scenario, sensor coverage is modeled as a circle
and the maximal coverage problem is mapped to a
circle packing formulation which has a polynomial
time solution. Given the high complexity of the
sphere-packing problem [9], the authors argue that
space filling polyhedrons would be more suitable
for 3-D applications. The idea is to fill the 3-D
application space with the least number of polyhe-
drons in order to provide maximal coverage, ideally
100%. The metric used for coverage was called a vol-

umetric quotient, which is defined as the ratio of the
volume of the shape to be used to that of its enclos-
ing sphere. The paper compares the truncated octa-
Fig. 25. A truncated octahedron has 14 faces; 8 are hexagonal
and 6 are square. The length of the edges of hexagons and squares
are the same. Figure is from [85].
hedron, the rhombic dodecahedron, the hexagonal
prism, and the cube in terms of volumetric quotient.
The conclusion is that truncated octahedrons
(Fig. 25), created through the use of the Voronoi
tessellation of 3-D space (Fig. 26), yield the best
results. In addition to coverage, the paper studies
the relationship between the sensing and transmis-
sion ranges so that a connected topology is estab-
lished. For truncated octahedron it has been
concluded that connectivity is ensured if the trans-
mission range of the employed nodes is at least
1.7889 times the sensing range.

Ravelomanana [86] has studied the properties of
the network topologies that result from random
deployment of nodes in a 3-D region of interest.
The main goal is to analyze the implications of the
sensing and communication ranges on coverage
and connectivity, respectively. Considering a uni-
form distribution of nodes, the author derives con-
ditions for the node transmission range r required
for achieving a degree of connectivity d, where every
node has at least d neighbors. In addition, the aver-
age path length between two nodes in the network is
formulated as a function of d and r. The same anal-
ysis is performed for coverage, basically estimating
the sensing range required to achieve a certain
degree of coverage in a region using a pre-deter-
mined number of nodes. The work strives to provide
theoretical bounds that can help in preliminary
design and feasibility studies of 3-D WSNs. Pompili
et al. [33], have used these bounds to validate the
effectiveness of their random node deployment
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scheme. The idea is to randomly drop sensors from
the ocean surface and control their depth below the
surface by wires that attach them to some anchors
at the bottom of the ocean. The validation experi-
ments have been very consistent with the theoretical
results of [86] by identifying the right combination
of network size and sensing range for achieving
100% coverage.

5. Conclusion

Wireless sensor networks (WSNs) have attracted
lots of attention in recent years due to their potential
in many applications such as border protection and
combat field surveillance. Given the criticality of
such applications, maintaining efficient network
operation is a fundamental objective. However, the
resource-constrained nature of sensor nodes and
the ad-hoc formation of the network, often coupled
with unattended deployment, pose non-conven-
tional challenges and motivate the need for special
techniques for designing and managing WSNs. In
this paper, we have discussed the effect of node
placement strategies on the operation and perfor-
mance of WSNs. We categorized the various
approaches in the literature on node positioning into
static and dynamic. In static approaches, optimized
node placement is pursued in order to achieve some
desired properties for the network topology and cov-
erage. On the other hand, dynamic repositioning of
nodes after deployment or during the normal net-
work operation can be a viable means for boosting
the performance. Unlike the initial careful place-
ment, node repositioning can assist in dealing with
dynamic variations in network resources and the
surrounding environment. We have identified the
technical issues pertaining to relocating the nodes;
namely when to reposition a node, where to move
it and how to manage the network while the node
is in motion. We have surveyed published techniques
for node positioning and compared them according
to their objectives, methodologies and applications.

In our opinion, static strategies are more practi-
cal when a deterministic node placement is feasible
and when the cost of nodes is not an issue. For
example, when populating a sensor network to
monitor an oil pipeline or to conduct security sur-
veillance, pursuing a static strategy would yield
the best coverage and ensure connectivity using
the fewest number of sensors. When random distri-
bution of nodes is the only option, a static strategy
is not a recommended choice unless the cost of the
individual sensors is so insignificant that a very large
population of sensors can be employed without con-
cern. On other hand, the sole use of mobile nodes
would not be practical due to the increased cost
and management overhead. Instead, we envision
that a mix of static and dynamic schemes would
be the most effective and efficient placement strategy
for large-scale and mission-critical WSN applica-
tions. Low to medium density of stationary nodes
can be employed in the monitored region through
random distribution. In addition, significantly fewer
movable nodes should be added. Such movable
nodes can be dynamically relocated to fill coverage
gaps, deal with changes in user interests, or recover
from connectivity problems.

We have identified the coordinated multi-node
repositioning problem as an open research area. Lit-
tle attention has been paid to such a challenging and
interesting area. We also envision that the node
placement problem in 3-D will need an increased
attention from the research community in order to
tackle practical deployment scenarios. As we indi-
cated, most of the published work considered 2-D
regions, and numerous issues are not tackled in
the 3-D space. Applications like video and underwa-
ter surveillance raise a number of interesting node
placement challenges. Finally, we expect domain
and node-specific positioning to gain increased
attention with the growing list of WSN applications
and the availability of sophisticated models of the
capabilities of sensor nodes.
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